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ABSTRACT

Many supervised learning systems ask users to make se-
quences of judgments to produce labels for training. Recom-
mendation systems in particular often prompt the user to rate
a series of items in a single session. Most systems assume
that such judgments are insensitive to the conditions under
which they were elicitied. However there is significant ev-
idence from the psychology of judgment that such decisions
are affected by various types of bias. This paper demonstrates
evidence of one of these, anchoring bias, in movie ratings pro-
vided in training a recommendation system and introduces
a method for countering that bias to improve recommenda-
tions.

INTRODUCTION

Recommendation systems are rare amongst machine learning
systems in that they attempt to learn not from user’s impartial
descriptions, but from their subjective judgments. Most rec-
ommendation systems ask users to provide a series of ratings
of items from which the system attempts to predict the user’s
further preferences. In order to produce these ratings users
must perform a series of judgments of their own past experi-
ences and potential future preferences. These judgments are
significantly less certain than the kind of objective observa-
tions usually required to produce labels for most supervised
learning applications.

Most recommendation systems treat these judgments as in-
dependent from the conditions in which they were elicitied.
However, psychological researchers have shown that judg-
ments made under uncertain conditions are highly sensitive
to the specifics of how they are elicited and often subject to
systematic errors that lead to various forms of bias.[10]

This study examines one of these forms of bias that is par-
ticularly relevant for recommendation systems: anchoring
bias.[10, 3, 8] Specifically, this study attempts to demonstrate
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that user ratings are affected by the order in which items are
presented to them to be rated. Rather than considering each
item independently, users treat the prior item as an anchor and
adjust away from it, producing a rating that is biased towards
their rating for the prior item.

To demonstrate the existence of this anchoring bias, we ana-
lyze the MovieLens dataset of 100,000 movie ratings[7]. We
show a significant difference between the observed sequences
of ratings and those that would be expected if the order of pre-
sentation had no effect.

In order to begin to mitigate the effect of this bias, we learn a
classifier that incorporates the prior rating into its prediction.
We demonstrate that this order-aware classifier outperforms
an order-ignorant prediction.

In conclusion, we explore how this method for predicting the
impact of anchoring could be integrated into a comprehensive
recommendation system and present the outline for a future
experiment to be conducted to test whether this produces im-
proved recommendations.

BACKGROUND AND HYPOTHESIS

The psychology of judgment and decision-making has pro-
vided a framework for understanding how and under what
conditions human judgments are subject to bias. In [10],
Kahneman and Tversky argue that when “people assess the
probability of an uncertain event or the value of an uncertain
quantity” they “rely on a limited number of heuristic princi-
ples” that ”sometimes lead to severe and systematic errors”.
These conditions have been found to hold in a wide variety of
circumstances.[5]

It is well-established that consumer preferences are not con-
stant but constructed at the time of elicitation.[6]. Hence,
when providing ratings for recommendation systems users
cannot simply access some known and fixed opinion. Instead,
they construct their preferences on the fly while using the rec-
ommendation system’s interface. As such, these ratings fit
Kahneman and Tversky’s criteria for judgments that are sub-
ject to bias.

But what kind of bias is likely to effect ratings in a rec-
ommendation system? Nearly all recommendation systems
request ratings from users in a context that includes multi-
ple items. Many recommendation systems inlcude an initial



training phase where a new user is asked to rate a series of
items in in a single session in order to initialize the recom-
mendation algorithm to their tastes (See Figure 3).

In situations like these, where judgments are made in the con-
text of a prior value, the psychological literature leads us to
suspect the presence of anchoring bias. Anchoring bias oc-
curs when “people make estimates by starting from an initial
value that is adjusted to yield the final answer.”[10] Their ad-
justments are usually insufficient[9] resulting in judgments
that are biased towards the prior value.

In the context of producing ratings to train a recommenda-
tion system, we hypothesize that the previous item presented
acts as an anchor on the subsequent item, pulling the rating
the user assign to the later item towards the value they as-
signed to the previous one. Secondarily, we hypothesize that
by incoprorating the previous rating’s anchoring effect into
each new user-assigned rating before submitting it to a rec-
ommendation system we might be able to produce superior
recommendations.

RELATED WORK

While most studies of machine learning and recommendation
systems elide these psychological and behavioral forces en-
tirely, a few studies have examined the effect of anchoring
bias on various components.

Adomavicius, Bockstedt, Curley, and Zhang conducted a se-
ries of controlled experiments that demonstrated the anchor-
ing effect of predicted ratings generated by recommendation
systems on the eventual ratings given by users after having
consumed the items[1]. In [4], Cosley et al demonstrated this
same effect on the MovieLens interface specifically, though
their study is not framed in terms of anchoring bias specifi-
cally.

Slightly further afield, in [2] Cardie uses a model of cognitive
bias to guide automatic feature selection for a natural lan-
guage processing-based machine learning system.

Our Contribution

The contribution of this paper differs from the related work
mentioned here in two ways. First, it demonstrates the pres-
ence of anchoring bias not at the time of consumption of rec-
ommendations, but when the user provides ratings to train the
recommendation system. Unlike the anchoring bias described
in [1], the version shown here effects the overall quality of
the recommendation system’s rating predictions rather than
the user’s enjoyment of a particular item.

Secondly, this study offers not just evidence of a user behav-
ior that might effect the design of recommendation system
interfaces, but a statistical approach designed to determine
the effect of bias on the user’s submitted rating so it can be
corrected in order to produce improved recommendations re-
gardless of choice of interface or recommendation algorithm.

EVIDENCE OF ANCHORING BIAS

Method
In order to demonstrate evidence of anchoring bias in an ex-
isting body of ratings, we construct a procedure to compare
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Figure 1. Multinomial distributions of ratings in the MovieLens 100k
data set.

the observed frequency of pairs of sequential ratings with the
expected probabilities of such pairs if the order had no effect
on the rating. Detecting a significant difference between this
predicted probability and the observed pair frequency would
indicate that the rating pairs were unlikely to have ocurred
by chance and hence that the presentation order is having an
anchoring effect.

We used the MovieLens 100k rating set which consists of
100,000 ratings ranging from 1-5 assigned by 943 users
to 1682 movies with each user rating a minimum of 20
movies.[7]

Predicted Pair Probabilities Under Order Independence
To predict the pair probabilities we’d expect to see in the ab-
sence of an anchoring effect we begin by calculating a multi-
nomial distribution for the rating set (See Figure 1). This dis-
tribution expresses the probability of seeing any given value
when randomly selecting a single rating. Assuming each rat-
ing is an independent event, the probability of any sequential
pair of ratings is simply the product of their individual prob-
abilities in the multinomial distribution

P(ri,m9) = P(r1) x P(ra)

This results in the predicted probability of rating pairs shown
in Figure 2. This distribution provides a baseline for compar-
ison with the pair probabilities observed in the data.

Observed Pair Probabilities

In order for anchoring bias to operate, the anchor must be
shown immediately before the subsequent judgment is re-
quested. In the MovieLens data set there is a wide distribu-
tion of time intervals between adjacent ratings from each user
(see Figure 3). To eliminate ratings where this time interval
would be so great as to prevent any anchoring effect, we se-
lected only sequential ratings from the same user that were
created with less than a 200 second gap. The great major-
ity of ratings were created with gaps beneath this threshold,
confirming the suspicion articulated above in the Background
section that most ratings are created in extended multi-rating
sessions.

Once filtered in this manner, these observed rating pairs pro-
duce a frequency distribution that we can compare with the



Predicted Probability of Two-Item Rating Sequence
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Figure 2. Predicted probability of sequential pairs of ratings assuming
order has no effect. Calculated using the multinomial distribution of
ratings.
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Figure 3. The MovieLens data shows a wide distribution of time inter-
vals between adjacent ratings from the same user. To look for anchoring
effects we filter out ratings separated by more than 200 seconds.
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Figure 4. Observed sequential pairs of ratings compared to the pair
frequencies predicted if there was no ordering effect. Calculated using
the multinomial distribution of ratings.
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pair probabilities predicted above in order to demonstrate ev-
idence of anchoring bias (see Figure 4).

Evaluation

When we compare the predicted order-independent distribtu-
ion to the observed result, we see significant evidence of an
anchoring effect when the prior rating is a 1, 2, or 5.
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Figure 5. Percentage error of the order-independent distribution for
each sequential pair of ratings. The order-independent distribution sig-
nificantly under predicts the occurrence of ratings of 1 and 2 following a
1 and 2 and of 5s following a 5.

Figure 5, which shows the percentage error of the order-
independent prediction on a per-pair basis, demonstrates the
effect most clearly. When the anchoring rating is a 1, the
order-independent distribution under-predicts the proportion
of 1-star ratings that follows by 261.5% and when the an-
choring rating is 2, it under-predicts 2-star ratings by 89.7%.
In both of these conditions, this distribution conversely over-
predicts the proportion of 4- and 5-star ratings.

With a prior rating of 3 or 4 stars, the order-independent pre-
diction fairs much better, producing lower rates of error and
distributing them less systematically. While it does under-
predict following ratings of 3 and 4 stars respectively in these
cases, it does so by a much smaller amount (33.19% and
15.35%), which could be explained by reversion to the mean
particularly as 4- and 3-star ratings are the two most common
ratings.

When the prior rating is 5 stars, we again see the clear pat-
tern of anchoring emerge. The order-independent distribution
over-predicts low ratings (1-and 2-star ratings by 49.65% and
51.24% respectively). Simultaneously it under-predicts 5-star
ratings by a similar amount (46.1%). As in the cases of prior
ratings of 1 and 2 stars we see a distribution of error in the
order-ignorant prediction that demonstrates not reversion to
the mean, but an anchoring towards the prior rating.

ADJUSTING FOR ANCHORING BIAS

Method

Now that we’e seen evidence for the existence of anchoring
bias, how would we go about adjusting for it? We can ap-
proach the problem in machine learning terms as follows.
First learn a baseline classifier that predicts ratings directly
based on the observed distribution of ratings without refer-
ence to the prior rating. Then, learn a second classifier which
is a function of both the current and prior ratings. Can this
second classifier outperform the first one in predicting further
ratings? If so, then that provides further evidence of anchor-
ing bias and suggests that such a classifier could act as an ad-
justment to user ratings that would correct for anchoring bias



and improve the results of any subsequent recommendation
calculation based on those ratings.

To evaluate these classifiers, we select the ratings that partic-
ipated in continuous sequences of user ratings (as described
above under Observed Pair Probabilities). We then separate
these ratings into training and testing sets (with 80% of the
data used for training and 20% for testing). We then train
each of these classifiers on the training set and compare their
results on the testing set in order to evaluate them.

Learning an Order-lgnorant Classifier

We can learn a baseline order-ignorant classifier by selecting
the constant prediction that produces the least mean squared
error across the entire data set. We select this prediction us-
ing:

5
argminz P(R=1i)* (r —1)?
"=

where r is each potential rating prediction (1-5) and P(R=i)
is the probability of seeing a rating of i (calculated, as be-
fore, based on the multinomial distribution). This product
represents each prediction’s total mean squared error for each
rating choice it enocunters multiplied by how frequently that
choice appears in the data. The summation of this prod-
uct across all possible rating choices will produce the total
squared error for that candidate prediction (and dividing by
the number of samples will produce the mean squared error).
We’ll select the prediction with the lowest such error as our
constant prediction.

We see the outcome of this calculation in Figure 6. The con-
stant prediction of 3 stars barely outperforms that of 4. As
we saw in Figure 1, 4-star ratings are the most common. In
this case, that frequency of ocurrence almost manages to su-
percede a 3-star prediction’s advantage of being in the center
of the range of possible ratings. We select 3 stars as our con-
stant prediction.

Learning an Order-Aware Classifier

Unlike the constant order-ignorant classifier, our order-aware
classifier will be a function of the prior rating. Other than this
change, we can approach the problem in a similar manner to
how we learned our order-ignorant classifier, simply replac-
ing the probability of of the current rating with its conditional
probability given the prior rating.

5
f(Rp-1) = argminz P(R, = i|R,_1) * (r —i)?

i=1

where r is each potential rating prediction and P(R,,=i|R,,—1)
is the conditional probability of seeing a rating of i given the
observed prior rating.

To train this classifier, we first construct this conditional prob-
ability distribution by performing the same filtering of user
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Figure 6. Mean squared error for each constant prediction candidate.
We select a constant prediction of 3 stars, which just outperforms a pre-
diction of 4 stars.
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Figure 7. Mean squared error for order-aware predictor. Unlike the
order-independent condition, this predictor selects a different prediction
depending on the prior rating.

sequences as described above in the Observed Pair Probabil-
ities section, but this time on our training data set. We can
use that distribution to calcuate the mean squared error for
each subsequent rating given its prior and thence select the
prediction for each prior with the lowest error. As shown in
Figure 7, the results of this process are that we’ll predict a
rating of 3 stars for prior ratings of 1, 2, and 3 and a rating of
4 stars for prior ratings of 4 and 5.

Evaluation

We can now compare the performance of these two classifiers
using the test data we set aside at the beginning of the training
process.

Specifically, we can conduct a paired t-test to determine if the
two classifiers produce significantly different results and, if
they do, to determine if the order-aware classifier performs

p-value t-statistic df sd

4.5959¢-24 -10.1327 17814 1.6022

Table 1. Results of paired t-test between squared error for order-
ignorant and order-aware condition. The negative t-stat indicates the
reduction of error in the order-aware condition.



significantly better than the order-ignorant one. To do this,
we run both of our classifiers against each sample in the test
set and record the squared error for each condition. We treat
these as the pairs for our paired t-test, which produces the
results seen in Table 1.

A p-value of 4.5959-24 means we can safely reject the null
hypothesis and conclude that the two classifiers produce sig-
nificantly different predictions. Further, since this t-test was
run comparing the squared error of the order-aware classi-
fier to that of the order-ignorant one, the negative sign on the
t-statistic indicates that the order-aware classifier reduced er-
rors relative to the order-independent one.

DISCUSSION AND FUTURE WORK

We conducted analysis of a large body of rating data to
demonstrate statistical evidence of anchoring bias affecting
user ratings in the MovieLens recommendation system. We
found evidence that a prior rating of 1, 2, and 5 stars shifted
the distribution of subsequent ratings away from that likely to
be seen by chance without an anchoring effect.

Further, we approached the problem from a machine learn-
ing perspective and demonstrated that a simple classifier that
is aware of prior ratings significantly outperforms a similar
classifier that is not.

Together, these results lay the groundwork for incorporat-
ing anchoring bias correction into real world recommenda-
tion systems. To that end, we here describe proposed future
work designed to test the value of that integration.

Proposed Experiment to Test Recommendation Improve-

ments

The chief goal of measuring the effect of anchoring bias on
user ratings is to correct for that bias in order to produce su-
perior recommendations using existing recommendation al-
gorithms. We have shown the essence of that idea here in
our comparison of order-ignorant and order-aware classifiers.
The next step in this research is to integrate our anchoring
effect corrections into a full-scale recommendation system
and to test if such an addition produces recommendations that
users prefer.

Such an investigation could be conducted by using the condi-
tional probability-based order-aware classifier demonstrated
here to calculate an adjustment factor that would be applied to
each rating before submitting it to an existing recommenda-
tion system. The predictions based on these anchor-adjusted
ratings could then be compared to an identical recommen-
dation system trained on the raw ratings to determine which
recommendations users prefer. In order to avoid further an-
choring effects and to detect the relatively small changes in
rating prediction caused by anchoring correction, users could
be shown pairs of items for which each classifier made close
predictions and asked to select which they prefer. The classi-
fier whose predictions were overturned less frequently would
be considered to be prefered.

This improvement in rating predictions would be small as
measured in fractional ratings, but could lead to signficantly

altered user behavior. Recommendations are often presented
in the form of a list ranked by predicted rating where only the
n-items predicted to have the highest rating are actually seen
by the user. Accounting for anchoring bias may cause dif-
ferent items to make this cutoff and hence experiene a large
difference in user attention.

CONCLUSION

The application of the psychology of judgment and decision-
making to recommendation systems and interactive machine
learning generally has barely begun. We hope that this paper,
in addition to its specific contribution to improving recom-
mendation systems by accounting for anchoring bias, may
open up a wider discussion about methods for incorporat-
ing the long list of known biases into many learning systems
based on user judgments.
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